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DLIROUND TABLE DISCUSSION:

CO-CREATION: DESIGNING FOR INCLUSIVE LEARNING — EMPOWERING YOUNG INNOVATORS

Creativity, innovation capacity, problem-solving skills, being critical and reflective, participation, skills
related to teamwork, and sharing information and knowledge, might all be key competence areas starting
from young children. From this perspective, educational settings and non-formal ways of learning should
empower children with the skills they need from early on in life to become young innovators. Empowering
the young through skills and competencies for creativity, innovation, and participation is important to build
more inclusive societies, offering opportunities to all in order to address inequalities. Technologies,
processes, resources, and open environments can support and encourage young people’ experimentation
and participation through inclusion and interdisciplinary approaches. The DLI round table will discuss these
challenges by addressing questions of how learning and teaching technologies and activities can be
designed to foster creativity and innovation related skills.

Speakers: please attend auditorium prior to session start to ensure all is good with your presentation and
media files on the presentation computer or if using your own to ensure a hot swap for minimal time used
in change-over — thanks in advance

Session chairs: Please attend the auditorium prior to your session to coordinate with speakers that they
are all there and set up. You will have a 5 minute and 1 minute sign to show to speakers. It is imperative
that each time slot is strictly adhered to — thanks in advance.

The welcome reception (2/5) at FISKERI- OG SGFARTSMUSEET (FISH & SHIPPING MUSEUM) : The
museum is located outside the city along the coast — about a five minute taxi ride from downtown.

The Gala Dinner (3/5) at the DRONNING LOUISE (Queen Louise Restaurant): The restaurant is located at
the main square downtown.

Session chairs confirmed:ArtsIT
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20/07/2016 DLI 2016 - Final Program
CumhurErkut

Georgios Triantafyllidis
AntoniJaume-i-Capo
Paul McKevitt

Uriel Martinez Hernandez

Ben Challis

Session chairs confirmed: DLI

SarenFrimodt-Maller

EAIl Institutional Members

== —_——— — a— ] .
Z Fraunhofer = == == O0) Microsoft: Technion SAPIENZA
FOKUS e e s " lerasl RED Conter sreel Snstitute Livegsirh ol Rowa INS2I a
— — — W — - ﬂfTEl'.hﬂDll:lgy‘ 3
View all EAl Members
(c) 2016 DLI | EAI | ICST Login
Any content displayed on this website is the sole responsibility of the Conference Organizing Committee, for which ICST cannot be held responsible or
liable.

EAI Conference Series

http://designlearninginnovation.org/2016/show/program-final 13/14


http://eai.eu/about-us/eai-members
http://eai.eu/
http://icst.org/

20/07/2016 DLI 2016 - Final Program

al
-
* % ! ! .
rox @ Investiamo nel vostro futuro
*
e 4 Programma Operativo 2007-2013
Unione Europea Ministero dello Sviluppo Provincia Autonoma Fondo Europeo di Sviluppo Regionale (FESR)
FESR Economico di Trento

http://designlearninginnovation.org/2016/show/program-final 14/14


http://eai.eu/
http://accounts.eai.eu/register?next=http%3A%2F%2Feai.eu%2F&context=eai
https://www.facebook.com/eai.eu?fref=ts
https://www.youtube.com/user/EAIchannel
https://twitter.com/EAIchannel
https://www.linkedin.com/grp/home?gid=2982575
http://blog.eai.eu/

Emotion Index of Cover Song Music Video Clips based
on Facial Expression Recognition

G. Kavalakis ", N. Vidakis " and G. Triantafyllidis @

(1) Informatics and Multimedia Dept, TEI of Crete, Greece
(2) Medialogy Section, ADMT, Aalborg University Copenhagen, Denmark

gkavalakis@gmail.com, nv@ie.teicrete.gr &
gt@create.aau.dk

Abstract. This paper presents a scheme of creating an emotion index of cover
song music video clips by recognizing and classifying facial expressions of the
artist in the video. More specifically, it fuses effective and robust algorithms
which are employed for expression recognition, along with the use of a neural
network system using the features extracted by the SIFT algorithm. Also we sup-
port the need of this fusion of different expression recognition algorithms, be-
cause of the way that emotions are linked to facial expressions in music video
clips.

Keywords: Facial Expression Recognition, SIFT, Cover song video clips

1 Introduction

Human expression recognition is a fundamental problem in computer vision attract-
ing great interest from the research community over the last years. Human expressions
involve facial expressions, gestures, voices, etc. In this work, we will focus on the facial
expression recognition which is the task of automatically identifying and classifying
expressions in an image or video sequence. This is still a difficult task for computer
vision to perform, although humans recognize facial expressions without effort or de-
lay.

It is also known that music is a basic way of expressing human emotions. But there
is somehow a rather different way of face expressing emotions in music performances
and in music video clips compared to the same emotions in everyday life. When some-
one is singing or playing music, he/she is usually more expressive and also may employ
different or more intense or even new expressions for specific emotions. For example,
a singer looking down usually indicates a sad expression, while this not always true in
everyday life expressions. In this context, this paper considers a specific and interesting
case of facial expressions recognition: recognition in music video clips of cover songs,
aiming at producing an emotion index, labeling the video clip.

The proposed scheme employs already known and used methods of classifying emo-
tions such as the Logistic Regression (LogReg) [1], the Classification and Regression



Trees (CR-tree) [2], Linear discriminant analysis (LDA) [3], k-Nearest neighbor (k-
NN) [4] and Quadratic discriminant analysis (QDA) [S]. The paper also suggests the
use of SIFT feature extraction algorithm [6] for emotion classification. SIFT is an al-
gorithm in computer vision that detects and describes local features in images. In this
context, for any face in an image, interesting points can be extracted to provide a "fea-
ture description" of the face. This description can then be used to recognize the facial
emotions in the image with a use of a neural network.

Before processing the facial expressions recognition, an algorithm for face detection
should be employed, in order to detect faces that will be evaluated accordingly. How-
ever, detecting faces in music video clips is also a challenging task. Face position, light-
ing, occlusions, video quality are factors that affect the face detection performance.

INPUT . Expression OUTPUT
——» | Face Detection [ — Recpo gnition —

Fig. 1. General scheme

For the facial expression recognition task, we employ a novel scheme with a fusion
decision system for each detected face in the music performance. More specifically, it
fuses the aforementioned expression recognition techniques for getting a more reliable
final decision regarding the emotion index. This fusion of such techniques improves
the efficiency of the system, since the facial expressions during performing music may
be different or even more difficult to be classified compared to the everyday expres-
sions, because of the way that emotions are linked to facial expressions while perform-
ing music.

After this short introduction the rest of the paper is organized as follows: In the fol-
lowing chapter, we present the methodology and the algorithms of the proposed system,
next the experimental results for the case of cover song music video clips are presented
and finally the conclusions and future work.

2 Methodology

2.1 General scheme

The program’s input is a music video clip of a cover song. The general scheme is
illustrated in Figure 1. A group of frames is selected (eg 5 frames per second) and pro-
cessed with the face detection algorithm. If the detected face is considered as acceptable
(see next section for more details) for the expression analysis, this face image is stored



for further processing. This includes the expression analysis which fuses different meth-
ods and produces a decision for that face image. This decision is an emotion index. If
the detected face is not acceptable or there is not any detected face, the algorithm checks
the next group of frames until it finds an acceptable face image for processing.

2.2 Face Detection

The first step of the proposed scheme is the detection of faces within the video
frames of a musical video clips. A critical issue is the question if the detected faces are
suitable for further (expression) analysis. So it is essential that the basic features on the
faces (i.e. two eyes and mouth) should be detected, helping in extracting information.
In this context, the face detection algorithm of [7] was employed, which uses a cascaded
classifier. In this technique of face detection, we also added the constraint of detecting
the two eyes and the mouth, since these are the main features which export the
information for the facial expression. Once we detect the two eyes and the mouth, this
face image is accepted and we proceed to the next step of the expression recognition.

2.3  Expression Recognition

The facial expression recognition has been a subject of research in the computer
science for a long time and there is a lot of research on this area. However, the classifi-
cation rules are somehow different in recognizing expressions of an artist in a music
video clip, since an artist playing music or singing a song, presents specific facial
expressions, according to his/her emotions, which may differ in a way from the
everyday expressions. This fact makes the expression recognition even harder and
proves the correctness of the fusion approach which is suggested in this paper. Some
more details about the algorithms we used for expression recognition:

Logistic Regression (LogReg) [1]: The logistic regression analysis offers an elegant
possibility of examining the influence of several (of quantitative or qualitative) argu-
ments or "factors of risk”. The idea of the logistic regression is based on the conception
that the probability of an event with an involution model can be functionally described.
The influence of the arguments can be modeled directly. A further advantage is that
these variables can be usually transferred in their original form to the model. Besides,
only the involution coefficients must become estimated, which reduces the number of
necessary statistic tests.

Classification and Regression Trees (CR-Tree or CART) [2]: The CR-Tree deci-
sion tree is a binary recursive partitioning procedure capable of processing continuous
and nominal attributes as targets and predictors. Data are handled in their raw form; no
binning is required or recommended. Beginning in the root node, the data are split into
two children, and each of the children is in turn split into grandchildren. Trees are grown
to a maximal size without the use of a stopping rule; essentially the tree-growing pro-
cess stops when no further splits are possible due to lack of data. The maximal-sized
tree is then pruned back to the root (essentially split by split) via the novel method of
cost-complexity pruning. The next split to be pruned is the one contributing least to the



overall performance of the tree on training data (and more than one split may be re-
moved at a time). The CR-Tree mechanism is intended to produce not one tree, but a
sequence of nested pruned trees, each of which is a candidate to be the optimal tree.

Linear discriminant analysis (LDA) [3]: Linear Discriminant Analysis (LDA) is a
method of finding a linear combination of variables which best separates two or more
classes. In itself LDA is not a classification algorithm, although it makes use of class
labels. However, the LDA result is mostly used as part of a linear classifier. The other
alternative use is making a dimension reduction before using nonlinear classification
algorithms.

k-Nearest neighbor (k-NN) [4]: is a method for classifying objects based on closest
training examples in the feature space. k-NN is a type of instance-based learning, or
lazy learning where the function is only approximated locally and all computation is
deferred until classification. The k-nearest neighbor algorithm is amongst the simplest
of all machine learning algorithms: an object is classified by a majority vote of its
neighbors, with the object being assigned to the class most common amongst its k near-
est neighbors (k is a positive integer, typically small). If k = 1, then the object is simply
assigned to the class of its nearest neighbor.

Quadratic discriminant analysis (QDA) [5]: is one of the most commonly used
nonlinear techniques for pattern classification. In the QDA framework, the class condi-
tional distribution is assumed to be Gaussian, however, with an allowance for different
covariance matrices. In such cases, a more complex quadratic boundary can be formed.
It is therefore reasonable to believe that QDA better fits the real data structure. How-
ever, due to the fact that more free parameters are to be estimated (C covariance matri-
ces, where C denotes the number of classes) compared to those in an LDA-based solu-
tion (1 covariance matrix), QDA is more susceptible to the so-called small sample size
(SSS) problem where the number of training samples is smaller or comparable to the
dimensionality of the sample space.

Scale-invariant feature transform (SIFT) [6]: is an algorithm in computer vision
to detect and describe local features in images. The algorithm was published by David
Lowe in 1999 and computes scale-space extrema of the space Laplacian, and then sam-
ples for each one of these extrema a square image patch. SIFT method is actually pro-
poses descriptors that are invariant to image translations and rotations, to scale changes
(blur), and robust to illumination changes. It is also surprisingly robust to large enough
orientation changes of the viewpoint (up to 60 degrees). The initial goal of the SIFT
method is to compare two images (or two image parts) that can be deduced from each
other (or from a common one) by a rotation, a translation, and a zoom [8]. The method
turned out to be also robust to large enough changes in view point angle, which explains
its success also in object recognition [9].

So, the proposed scheme employs the SIFT method for expression recognition since
the SIFT feature keypoints are highly distinctive, in the sense that a single feature can
be correctly matched with high probability against a large database of features from
many images. So, we actually build a neural network and train it by using as input the
SIFT feature keypoints of several face images and as output the respective emotion.

Regarding this SIFT-based neural network, the problem that we face is that there are
many feature keypoints which are not associated to the expressions, but only with the



face characteristics. Therefore, the efficient choice of the face regions is critical. More-
over, and to solve this problem, we may perform a different SIFT-based neural network
to the eyes region (SIFT top) and to the mouth region (SIFT down), since these regions
are greatly affected by facial expressions.

Fig. 2. SIFT features keypoints

The facial expression flowchart is depicted in Figure 3. Each one of the faces which
were detected in the face detection part of the proposed scheme is analyzed by using all
six algorithms presented above. These outcomes are fused to result the final decision
for the expression recognition of the specific face image which was analyzed. Next, we
apply the same algorithm to other detected faces and we finally produce the emotion
index of the whole video.
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Fig. 3. Emotion Recognition Analysis




3 Experimental Results

Figure 4 depicts a screenshot of the interface (which is still in a beta version). The user
may select the music video clip that will be processed for the facial expression recog-
nition. The interface has been designed in such a way where there is a window playing
the video clip, while the faces detected to be suitable for the expression analysis are
shown below this video window. The right panel of the interface presents the results
(in this case we use the happy or sad emotions) obtained from each face image accord-
ing to each algorithm.

Fig. 4. Program’s Interface

So taking into consideration the errors and the difficulty of each algorithm in obtain-
ing results, we can reach to a final emotion expression decision for each face image
(see Figure 3). Then, considering these decisions, we can draw a degree (index) of the
emotion (e.g. happiness or sadness) for each video.

In our experiments we used 4 randomly selected cover song video clips from
YouTube. We applied the suggested scheme and concluded to an overall index regard-
ing the emotion of happiness. Results are shown in Table 1. Results greater than 70%
indicate a happy song, lower than 30% indicate a sad song, while results around 50%
indicate a rather neutral song.



Cover Song 1: Song Title: I am yours Cover Song 2: Song Title: Just the way you are
www.youtube.com/watch?v=dQz0U6LV-ME www.youtube.com/watch?v=dW6VGm3I8jY
Happiness Index: 90% Happiness Index: 80%

Cover Song 3: Song Title: Creep Cover Song 4: Song Title: The writer
www.youtube.com/watch?v=Ph1GaDwdecl www.youtube.com/watch?v=92dxTXL46h4
Happiness Index: 30% Happiness Index: 60%

Table 1. Emotion (happiness) index on 4 Youtube cover songs videos

4 Conclusions and Future work

Automatic emotion labeling of music video clips based on the facial expression recog-
nition is a challenging task, but also a very useful tool. There are internet services of-
fering huge collections of music video clips that may use such methods for classifying
the videos in a data base accordingly. Also users may use the proposed scheme for
organizing and sorting their personal collections of music video clips. In this way and



depending on the user’s mood a music player may automatically choose the right music
video clip for playing.

In this context, this paper presents a preliminary study of creating an emotion index
of cover song video clips by recognizing facial expressions. Improvements, such as
more effective segmentation of areas such as the mouth and the eyes and the selection
of proper feature keypoints may produce more accurate SIFT-based neural network's
decisions. Also, the creation of a more effective data base is one of our priorities, aiming
to facial expression recognition methods to produce better results. Finally, the range of
the emotions that can be recognized from the system is about to grow and cover the real
range of emotions of a music video clip.
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